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Abstract

Turbulent mixed convection heat transfer at high temperatures and large length scales is an important and seldom studied phe-

nomenon that can represent a significant part of the overall heat transfer in applications ranging from solar central receivers to

objects in fires. This work is part of a study to validate turbulence models for predicting heat transfer to or from surfaces at large

temperature differences and large length scales. Here, turbulent, three-dimensional, mixed convection heat transfer in air from a

large (3m square) vertical flat surface at high temperatures is studied using two RANS turbulence models: a standard k–e model

and the v2–f model. Predictions for three cases spanning the range of the experiment (Siebers, D.L., Schwind, R.G., Moffat,

R.F., 1982. Experimental mixed convection from a large, vertical plate in a horizontal flow. Paper MC13, vol. 3, Proc. 7th Int. Heat

Transfer Conf., Munich; Siebers, D.L., 1983. Experimental mixed convection heat transfer from a large, vertical surface in a hor-

izontal flow. PhD thesis, Stanford University) from forced (GrH=Re2L ¼ 0:18Þ to mixed (GrH=Re2L ¼ 3:06) to natural (GrH=Re2L ¼ 1)

convection are compared with data. The results show a decrease in the heat transfer coefficient as GrH=Re2L is increased from 0.18 to

3.06, for a free-stream velocity of 4.4m/s. In the natural convection case, the experimental heat transfer coefficient is approximately

constant in the fully turbulent region, whereas the calculated heat transfer coefficients show a slight increase with height. For the

three cases studied, the calculated and experimental heat transfer coefficients agree to within 5–35% over most of the surface with

the v2–f model results showing better agreement with the data. Calculated temperature and velocity profiles show good agreement

with the data.

� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

The present work is a study of turbulent, three-

dimensional, mixed convection over a large (3m square),

vertical flat surface at high temperatures (cf. Fig. 1). Sie-
bers et al. (1985) described an experimental facility and
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presented experimental results for variable property nat-

ural convection for this surface in air. Siebers et al.

(1982, 1983) also presented experimental results for

forced and mixed convection and these data are studied

in this work to validate the v2–f and standard k–e turbu-
lence models for these conditions. The range of the

mixed convection parameter GrH=Re2L (where H is the

height and L is the horizontal length of the surface)

covered in these experiments was from 0.1 to 30.23,

i.e., from forced to mixed to natural convection; the sur-

face temperature was as high as 588 �C. The range of

conditions (GrH to 2 · 1012; ReL to 2 · 106; Pr = 0.7)
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Nomenclature

GrH Grashof number = gbðTw � T1ÞH3=m21
H height of surface
L horizontal length of surface, length scale in f

equation

Pr Prandtl number = cpl/k
Prt turbulent Prandtl number = cplt/kt = 0.9

ReL Reynolds number = u1L/m1
T temperature, time scale in v2–f model

cp constant pressure specific heat

f v2–f model variable related to pressure strain
correlation, accounting for wall blockage

g acceleration of gravity

h enthalpy, heat transfer coefficient

k turbulent kinetic energy, thermal

conductivity

p pressure

t time

u horizontal component of velocity

us wall shear velocity =
ffiffiffiffiffiffiffiffiffiffi
sw=q

p
, approximated

here with C1=4
l k1=2

v vertical component of velocity

v2 v2–f model variable related to component of

turbulent kinetic energy normal to surface
w component of velocity normal to surface

x horizontal coordinate

y vertical coordinate

z coordinate normal to surface

b coefficient of thermal expansion = 1/T1
e turbulence dissipation rate

l dynamic viscosity

lt turbulent viscosity
m kinematic viscosity = l/q
q density

s shear stress

Subscripts

1 freestream conditions far from surface

w surface conditions

t turbulent quantity

Superscript

+ non-dimensional quantity using wall scaling

Fig. 1. Geometry and coordinate system.
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covers complex phenomena including large effects of

variable properties on the heat transfer due to the large

temperature differences between the heated surface and

the ambient air and three-dimensional flow as a result

of the buoyancy force being at a 90� angle to the hori-

zontal forced flow over the surface. Siebers found that

the heat transfer could be characterized as mixed con-

vection, defined to be the condition when the average
heat transfer differed by more than 5% from either

forced convection or natural convection acting alone,

when GrH=Re2L was between 0.7 and 10.
Afshari (1989) applied a boundary layer formula-

tion to mixed convection with applications to Siebers�
experiment. A mixing length model was applied to

approximate the three-dimensional, turbulent, mixed

convection transport. In a series of experimental and

theoretical publications, Armaly et al. (2000), Abu-

Mulaweh et al. (2000, 2001), Li et al. (1998), Ramachan-

dran et al. (1990), and Chen et al. (1987) have studied
turbulent mixed and natural convection in external flows.

Their work has covered horizontal, inclined, and vertical

surfaces as well as backward facing step flows. Kitamura

and Inagaki (1987) and Hattori et al. (2000, 2001) have

carried out experimental studies of mixed convection

along a vertical surface with emphasis on the laminariza-

tion process of the boundary layer due to free-stream ef-

fects. Seo and Parameswaran (2000) studied the effect of
buoyancy on turbulent flow and heat transfer in a vertical

backward-facing step flow with a k–e turbulence model.

Humphrey and To (1986) studied turbulent mixed con-

vection in a heated cavity using a k–e turbulence model.

With the exception of Afshari�s boundary layer analysis

of Siebers� experiment, the studies mentioned above are

two-dimensional. Most of the work has been for moder-

ate temperature differences, exceptions being the analyses
of Afshari and Humphrey and To.

The current study is a three-dimensional, elliptic

analysis of the turbulent, variable property mixed con-

vection flow and heat transfer of air over a heated verti-

cal surface. Our application is to turbulent mixed
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convection at high temperatures and large length scales.

The turbulence is modeled using a Reynolds averaged

Navier–Stokes (RANS) approach. Specifically two tur-

bulence models were used to determine the local heat

transfer and fluid flow: the standard k–e model (Jones

and Launder, 1972; Launder and Spalding, 1974) and
the v2–f model (Durbin, 1991, 1993). In a study of the

heat transfer from a heated pedestal to an impinging

jet flow, Behnia et al. (1999) showed that predictions

using the v2–f model were significantly better than the

results from a widely used low Reynolds number k–e
model. In the present work the v2–f model and the

standard k–e model are evaluated for a simpler geometry

but for conditions of strong buoyancy, large tempera-
ture differences, and large length scales. This study rep-

resents the first time that the v2–f model is utilized to

study turbulent mixed convection.
2. Description of numerical formulation

The computer code, Fuego, described in Moen et al.
(2002), is used in this study to solve the three-dimen-

sional, turbulent, low Mach number, Reynolds averaged

equations of Newtonian fluid flow with heat transfer. It

is pointed out that the formulation includes variable

properties; the Boussinesq approximation is not used.

A control volume finite element method of discretization

(unstructured grid methodology) of the conservation

equations is used in which the dependent variables are
co-located at the nodes of the elements. A control vol-

ume, shown in 2D for simplicity along with the elements

that make up the control volume, is shown in Fig. 2

where the x denotes location of flux evaluation.

In integral form, the conservation equations are given

by:
Fig. 2. Discretization scheme showing control volume and elements

(in 2D); control volume is centered about node 5.
conservation of mass:Z
oq
ot

dV þ
Z

qujnj dS ¼ 0; ð1Þ

conservation of momentum:Z
oqui
ot

dV þ
Z

ðquiuj þ pdijÞnj dS

¼
Z

ðl þ ltÞ
oui
oxj

þ ouj
oxi

� �
nj dS þ

Z
ðq � q1Þgi dV ;

ð2Þ

conservation of energy:Z
oqh
ot

dV þ
Z

qhujnj dS ¼
Z

l
Pr

þ lt

Prt

� �
oh
oxj

nj dS:

ð3Þ
The k–e model equations are given byZ

oqk
ot

dV þ
Z

qkujnj dS ¼
Z

lt

ok
oxj

nj dS

þ
Z

ðPk � qeÞdV ; ð4Þ

Z
oqe
ot

dV þ
Z

qeujnj dS ¼
Z

lt

re

oe
oxj

nj dS

þ
Z

e
k
ðCe1Pk � Ce2qeÞdV :

ð5Þ

The v2–f model equations are given byZ
oqk
ot

dV þ
Z

qkujnj dS ¼
Z

ðl þ ltÞ
ok
oxj

nj dS

þ
Z

ðPk � qeÞdV ; ð6Þ

Z
oqe
ot

dV þ
Z

qeujnj dS ¼
Z

l þ lt

re

� �
oe
oxj

nj dS

þ
Z ðC0

e1
Pk � Ce2qeÞ

T
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ð7Þ
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Z
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ov2

oxj
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T 1
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dV

þ
Z ðN � 1Þ

L2

v2=k
T 1

dV : ð9Þ
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The turbulent Prandtl number, Prt, is set to 0.9. In

the k–e model the turbulent viscosity is given by

lt ¼ Clq
k2

e
; ð10Þ

whereas in the v2–f model the turbulent viscosity is

given by

lt ¼ Clqv2T : ð11Þ
The production of turbulent kinetic energy Pk is given
by

Pk ¼ 2ltS
2; ð12Þ

where

S2 ¼ 1

4

oui
oxj

þ ouj
oxi

� �
oui
oxj

þ ouj
oxi

� �
: ð13Þ

In the v2–f model the time and length scales and the
coefficient of production in the dissipation Eq. (7) are

given by

T 1 ¼ max
k
e
; 6

ffiffiffi
m
e

r	 

T ¼ min T 1;

a

2
ffiffiffi
3

p k

v2Cl

ffiffiffiffiffi
S2

p
" #

ð14Þ
and

L ¼ CL max
k3=2

e
;Cg

m3

e

� �1=4
" #

; ð15Þ

C0
e1
¼ Ce1 1þ 0:045

ffiffiffiffi
k

v2

r� �
: ð16Þ

The constants in the k–e model are

Cl ¼ 0:09; re ¼ 1:3; Ce1 ¼ 1:45; Ce2 ¼ 1:92 ð17Þ
and in the v2–f model the constants are

Cl ¼ 0:22; re ¼ 1:3; Ce1 ¼ 1:4; Ce2 ¼ 1:9;

C1 ¼ 0:4;C2 ¼ 0:3;

N ¼ 6; CL ¼ 0:23; Cg ¼ 70; a ¼ 0:6: ð18Þ

For greater numerical stability, the formulation of the

v2–f model given here differs from the model recom-

mended by Durbin (2003) in two respects: first, the

realizability constraint (Durbin, 1996) given in the time
scale (14) is not used in the equation for f (i.e., T1 is

used in Eq. (9) instead of T), and second, T1 replaces

k/e in the sink term in the last integral on the right

hand side of the v2 Eq. (8). The second change was

shown by Sveningsson (2003) to result in improved con-

vergence and proper far field behavior of v2 in stagna-

tion flow.

In Fuego, the equations are solved in a segregated
manner using a semi-implicit scheme in which the con-

trol volume mass fluxes are evaluated from the solution
at the previous iteration. A first-order upwind method

was used for the convection terms in which the con-

vected quantity is determined using the value at the

adjacent node upstream of the integration point (cf.

Fig. 2). The steady-state result was approached via time

marching with a CFL condition (maximum nodal CFL
number) of approximately 10. For numerical stability,

under-relaxation factors of approximately 0.5 were ap-

plied to the turbulence quantities and enthalpy. Pressure

and momentum variables were not under-relaxed. The

non-linear residuals of the equations were reduced by

6–12 orders of magnitude, depending on the variable,

and all results presented were converged to a steady

state, after which continued iteration resulted in negligi-
ble changes in the results.
3. Boundary conditions

The modeled domain consisted of a rectangular par-

allelepiped region adjacent to the vertical surface

(L = 2.95m, H = 3.03m, in the x (horizontal) and y (ver-
tical) coordinate directions, respectively; cf. Fig. 1),

extending outward from the surface in the z direction

for 1.12m. This distance is sufficiently large so that the

results are independent of this dimension (see discussion

of results section). At the vertical leading edge of the

surface (x = 0) the measured free-stream velocity is ap-

plied uniformly. For the forced and mixed convection

cases (identified as ID604 and ID648, respectively, in
Siebers, 1983), the inlet values of turbulence intensity

and length scale were set to 3% and 0.1m, respectively.

For ID604, this corresponded to inlet turbulence quan-

tities of k, e, and v2 of 261.4cm2/s2, 422.5cm2/s3, and

174.2cm2/s2, respectively. For ID648, this corresponded

to inlet turbulence quantities of k, e, and v2 of 250cm2/

s2, 394cm2/s3, and 166cm2/s2, respectively. For the nat-

ural convection case (ID643 in Siebers, 1983) a low level
of turbulence was set for fluid that was entrained across

any open boundary; specifically, entrained levels of k, e,
and v2 were 1.5cm2/s2, 0.037cm2/s3, and 1.0cm2/s2,

respectively. At all other open boundaries (vertical trail-

ing edge at x = L, horizontal leading and trailing edges

at y = 0 and y = H, respectively, and free-stream bound-

ary at z = 1.12m), a pressure boundary condition, p = 0,

is applied. The momentum and energy equations are
solved at open boundaries. If the flow is entering the do-

main the temperature on the boundary is given by the

free stream value.

For the v2–f model, the no-slip boundary condition is

applied on the surface. The 105 measured surface tem-

peratures (Siebers, 1983) are used as the thermal bound-

ary condition. Values of the surface temperature at

intermediate points on the surface are obtained by bilin-
ear interpolation. The boundary conditions for the tur-

bulence quantities at the surface are given by
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k ¼ v2 ¼ f ¼ 0; e ¼ 2m
k1
z21
; ð19Þ

where k1 and z1 are the turbulent kinetic energy and nor-

mal distance from the surface, respectively, of the first

node away from the surface.

For the k–e model, wall functions are used for the

control volumes associated with nodes on the wall (sur-

face). Fig. 3 shows a simplified wall-adjacent 2D element

and a wall node P along with one of the sub-control vol-

umes (scv) associated with that node.
The momentum conservation equation for the com-

ponent of momentum parallel to the wall is solved for

the control volume associated with node P (part of

which is shown as scv in Fig. 3). A flux of variable U
(e.g., u or k), quU, is shown at one of the sub-control

volume faces. The value of U is obtained from the near-

est upstream node (e.g., uPu or kPu shown in Fig. 3). The

law of the wall is applied to give the shear stress, sw, on
the wall face of the scv:

sw ¼
qC1=4

l k1=2p j

ln Ezþp

 � up; ð20Þ

where j = 0.42; E = 9.8 and

zþp ¼
zpC

1=4
l k1=2p

m
ð21Þ

and zp is the normal distance from the wall to the center

of the scv and now subscript p refers to quantities eval-

uated at the wall node P. Using the thermal law of the

wall the heat flux applied to the wall face of the scv is

given by

qw ¼
qcpðT w � T pÞC1=4

l k1=2p j

Prt ln Ezþp

 � ; ð22Þ

where Tp is the calculated temperature at the wall node

P which represents the temperature of the near-wall con-

trol volume (part of which is shown in Fig. 3 as scv), and

Tw is the measured (or linearly interpolated from the

measurements) wall temperature.
Fig. 3. Simplified 2D wall-adjacent element with wall node P and part

of the control volume (scv) associated with P.
The production and dissipation terms in the turbulent

kinetic energy equation are altered in the control volume

adjacent to the wall to be

Pk ¼
qC3=4

l k3=2p

jzp
; ð23Þ

qe ¼ qu3s
jzp

¼
qC3=4

l k3=2p

jzp
ð24Þ

which simply states that production and dissipation of

turbulent kinetic energy are in balance. With these mod-

ifications to the k equation along with the neglect of dif-

fusion of turbulent kinetic energy across the wall face of

the scv, the equation for k is solved for the near-wall
control volume to give a value of k at the wall node P.

The boundary condition at the wall for the e equation

is a Dirichlet condition given by

ep ¼
u3s
jzp

¼
C3=4

l k3=2p

jzp
: ð25Þ

Air is modeled as a uniform mixture of nitrogen and

oxygen with mole fractions of 0.7905 and 0.2095, respec-

tively. The temperature dependent properties of this

mixture are evaluated using the local node temperature

with the CHEMKIN-III (Kee et al., 1996) and associ-
ated transport package (Kee et al., 1991) software, thus

fully capturing the effects of variable fluid properties.

The local heat transfer coefficient, h, is defined as
h ¼ qw=ðT w � T1Þ ¼ �k
oT
oz

����
z¼0

�
ðT w � T1Þ ð26Þ

for the v2–f model, and Eq. (22) is used for the k–e
model (where the coordinate normal to the surface is z
in this study).
4. Discussion of results

The parameter range covered in the experiment is

shown in Fig. 4. Here GrH is the Grashof number based

on the height H of the vertical surface and ReL is the
Reynolds number based on the length L of the surface

in the horizontal (x coordinate) direction. In both

parameters, the properties (experiment is for air) are

evaluated at the free-stream temperature T1. Prior to

Siebers� experimental study, the data relevant to this

problem are shown by the gray shaded region in Fig.

4; all the earlier data in the natural convection region

at high GrH were for temperatures below 150 �C. Thus
the effects of significant property variations on the heat

transfer in turbulent natural and mixed convection were

shown for the first time by Siebers (1983). The cases

studied here are identified on the figure and cover the

limiting conditions of the experiment.



Fig. 4. Parameter range of Siebers� experiment (gray shaded region

shows parameter range prior to Siebers� experiment) and the three

cases simulated in this study (square is forced convection case, ID604;

filled circle is natural convection case, ID643, where the arrow

indicates this case is for Re = 0; open circle is mixed convection case,

ID648).
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4.1. Forced convection (GrH=Re2L ¼ 1:4	 1011=(8:9	
105)2 ¼ 0:18)

For the forced convection condition the results for
the heat transfer coefficient, h, are shown in Fig. 5.

The free-stream (and inlet at x = 0) velocity and temper-

ature are 4.4m/s and 289K, respectively; the average

surface temperature is 323K. The data of Siebers

(1983) with error bars included and results of both the

v2–f and the k–e turbulence models are presented. For

this experimental condition a trip wire was located

0.65m (Rex = 1.9 · 105) downstream of the vertical lead-
Fig. 5. Variation of local heat transfer coefficient in x direction at

vertical position on surface of y = 2.1m; forced convection (ID604);

GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
= 323 K.
ing edge (x = 0) of the surface. Correspondingly, the

data show an initial decrease in h up to the location of

the trip wire, followed by an increase of h and then a

gradual decline. This corresponds to an initial decrease

in h for a thickening laminar boundary layer followed

by transition to a turbulent boundary layer with subse-
quent thickening and a gradual decline in h. Calcula-

tions with both models are made assuming a turbulent

flow and a uniform velocity profile at the leading edge

of the surface. Results of both models agree qualita-

tively with the data; that is, they show an initial decrease

in h followed by an increase of h and then a gradual

decline. Even though neither model has a transition cri-

terion and the effect of the trip wire was not accounted
for in the models, the results of both models do

show a transition-like behavior (i.e., a decrease followed

by an increase in the heat transfer). The k–e model

shows this behavior occurring from approximately

0.75m < x < 2m. The v2–f model exhibits this behav-

ior upstream and in the vicinity of the trip wire. The

transition-like behavior of the results may be due

to the adjustment of the flow to the no-slip condi-
tion on the surface; however it was not the inten-

tion of this work to study transition or the effects of

velocity profile or turbulence level on the transition

phenomenon.

Downstream of the trip wire, both models under-pre-

dict the data; e.g., at x = 1.75m, the data are under-pre-

dicted by approximately 12%. In the boundary layer

study of Afshari (1989), the beginning and end of tran-
sition were required to occur at the locations shown in

the data of Siebers (1983) and very good agreement with

the data was obtained.

The sensitivity of the numerical results to mesh spac-

ing has been determined. For the v2–f model, the results

shown were computed on a 96 · 86 · 67 mesh in the

(x,y,z) coordinate directions, respectively, with z+ 
 1.

Results (not shown) of the local heat transfer computed
on a 125 · 112 · 87 mesh with z+ 
 2 differed by less

than 1%. For the k–e model the results shown were com-

puted on a 96 · 86 · 52 mesh with z+ 
 27. Results (not

shown) of the local heat transfer computed on a

67 · 60 · 36 mesh with z+ 
 27 differed by less than

1%. It is also emphasized that additional mesh studies

have been carried out and verify the mesh insensitivity

of the results for the three cases studied. The sensitivity
of the results to the size of the domain in the z direction

was checked; negligible differences were found for a do-

main of 0.8m compared with the results shown here

where the domain was 1.12m. Temperature and velocity

profiles at x = 1.64m, y = 1.95m, are compared with the

experimental data in Figs. 6 and 7, respectively. There is

good agreement between the data and the results of both

turbulence models. Profiles at other locations were also
compared and the results (not shown) yielded similar

agreement.



Fig. 8. Variation of local heat transfer coefficient with vertical position

on surface at horizontal location x = 1.6m; natural convection

(ID643); Twavg
= 698 K.

Fig. 7. Horizontal component of velocity profiles normal to surface at

x = 1.64m, y = 1.95m; comparison of data and model predictions;

forced convection (ID604); GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
=

323K.

Fig. 6. Temperature profiles normal to surface at x = 1.64m,

y = 1.95m; comparison of data and model predictions; forced convec-

tion (ID604); GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
= 323K.
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4.2. Natural convection (GrH/ReL
2 =1, GrH=1.42 ·

1012)

The heat transfer coefficient data of Siebers (1983)

and the results from the v2–f and k–e turbulence models

are shown in Fig. 8 for the natural convection condition.

The average experimental surface and free-stream tem-

peratures are 698K and 294K, respectively. In the verti-
cal direction, away from the bottom leading edge of the

surface the heat transfer coefficient data are essentially

independent of distance. Henkes (1990) and Lin and

Churchill (1978) have shown that several versions of

the k–e model result in an increase of h with increasing

distance. The present calculations for both the k–e and

the v2–f models also show an increase of h with distance
in Fig. 8. The v2–f model results shown are for a mesh

of 96 · 86 · 67, resulting in z+ 
 0.9 for the first mesh

point away from the wall. A calculation (not shown)

on a mesh of 67 · 60 · 47 (with z+ 
 1.2 for the first

mesh point away from the wall) yielded a local heat

transfer coefficient that agreed to within 1% with the

v2–f model results shown in Fig. 8. Similarly a k–e
model calculation (not shown) on a mesh of
67 · 60 · 52 yielded a local heat transfer coefficient that

agreed to within 1% with the k–e model results shown in

Fig. 8.

4.3. Mixed convection (GrH=Re2L ¼ 2:32	 1012=(8:7	
105)2 ¼ 3:06)

The heat transfer coefficient data of Siebers (1983)
and the results from the v2–f and k–e turbulence models

are shown along a horizontal line at y = 1.55m and

along a vertical line at x = 2.76m in Figs. 9 and 10,

respectively. The free-stream (and inlet at x = 0) velocity

and temperature are 4.33m/s and 289K, respectively;

the average surface temperature is 829K. In the horizon-

tal direction (Fig. 9), away from the vertical leading

edge, the data for h decrease slowly with distance. The
v2–f model results show a similar trend with distance

downstream of transition. The k–e model results show

a transition-like behavior over most of the surface.

The v2–f model results are in better agreement with

the data for this condition.

Note that in comparing Fig. 5 (forced convection)

and Fig. 9 (mixed convection) both the data and the

model results show a smaller heat transfer coefficient
for mixed convection in comparison to forced convec-

tion (the free-stream velocities are approximately the

same for both cases; 4.33m/s for the mixed convection

case and 4.4m/s for the forced convection case). This



Fig. 9. Variation of local heat transfer coefficient in horizontal

direction on surface at vertical location y = 1.55m; mixed convection

(ID648); GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K.

Fig. 10. Variation of local heat transfer coefficient in vertical direction

on surface at horizontal location x = 2.76m; mixed convection

(ID648); GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K.

Fig. 11. Temperature profiles normal to the surface at x = 2.76 m

(y = 0.22m, 2.52m); comparison of data and model predictions; mixed

convection (ID648); GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K.

Fig. 12. Horizontal component of velocity profiles normal to the

surface at x = 2.76m (y = 0.22m, 2.52m); comparison of data and

model predictions; mixed convection (ID648); GrH=Re2L ¼ 3:06;

u1 = 4.33m/s; Twavg
= 829K.
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trend in the heat transfer, however, is not necessarily

true for all of the cases studied experimentally by Siebers

(1983); i.e., for some cases the heat transfer for mixed

convection is greater than that for forced convection.

For some cases studied by Siebers the flow was transi-
tional over much of the surface. We note that there

are complex effects resulting from both variable proper-

ties and buoyancy and indeed there are cases (not

shown) where there is a larger heat transfer coefficient

for mixed convection in comparison to forced

convection.

In the vertical direction (Fig. 10), away from the bot-

tom leading edge of the surface the heat transfer coeffi-
cient data show some scatter. Based on all of his data in

the mixed convection region, Siebers (1983) states that
the data for h show little vertical dependence which

is in agreement with the calculations for the v2–f and

k–e models.

Profiles of temperature and the horizontal and verti-

cal components of velocity normal to the surface at two

locations (x = 2.76m, y = 0.22m; x = 2.76m, y = 2.52m)
are shown in Figs. 11–13, respectively.

The profiles are predicted fairly well although both

models over-predict the measured horizontal compo-

nent of velocity near the lower edge of the surface

(Fig. 12 for y = 0.22m). The k–e model significantly

under-predicts the measured vertical component of velo-

city near the upper edge of the surface (Fig. 13 for

y = 2.52m).



Fig. 13. Vertical component of velocity profiles normal to the surface

at x = 2.76m (y = 0.22m, 2.52m); comparison of data and model

predictions; mixed convection (ID648); GrH=Re2L ¼ 3:06; u1 = 4.33m/

s; Twavg
= 829K.

Fig. 15. Calculated turbulent dissipation rate profiles normal to the

surface at x = 1.64m, y = 1.95m, for the v2–f and k–e models for

forced (ID604 GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
= 323K) and mixed

(ID648; GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K) convection.
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Profiles of turbulence quantities, k, e, and lt normal

to the surface at the location x = 1.64m, y = 1.95m, cal-

culated using the v2–f and k–e models, are shown for the
forced and mixed convection cases in Figs. 14–16,

respectively. Both models predict reduced levels of k

and e close to the surface for mixed convection com-

pared to forced convection. Farther from the surface

(outside the peak in k) the v2–f model results show in-

creased levels of k and e for mixed convection compared

to forced convection. For the k–e model, outside the

peak in k, the level of k is only slightly larger for mixed
convection and e is smaller throughout the boundary

layer for mixed convection compared to forced convec-

tion (cf. Fig. 15). The calculated turbulent viscosity pro-
Fig. 14. Calculated turbulent kinetic energy profiles normal to the

surface at x = 1.64m, y = 1.95m, for the v2–f and k–e models for

forced (ID604 GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
= 323K) and mixed

(ID648; GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K) convection.

Fig. 16. Calculated turbulent viscosity profiles normal to the surface at

x = 1.64m, y = 1.95m, for the v2–f and k–e models for forced (ID604

GrH=Re2L ¼ 0:18; u1 = 4.4m/s; Twavg
= 323K) and mixed (ID648;

GrH=Re2L ¼ 3:06; u1 = 4.33m/s; Twavg
= 829K) convection.
files in Fig. 16 show only slight differences for these two

conditions with the k–e model. For the v2–f model, Fig.

16 shows that the turbulent viscosity lt is at first smaller

for mixed convection compared to forced convection

and then larger as the distance from the surface

increases.

For these cases the smaller values of the turbulence

quantities near the surface in mixed convection com-
pared to forced convection predicted by the v2–f model

may contribute to the reduction in heat transfer coeffi-

cient. Other factors such as variable properties and

buoyancy-generated vorticity in opposition to shear-

generated vorticity may also be affecting the heat trans-

fer at higher surface temperatures.
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5. Summary and conclusions

Turbulent, three-dimensional, mixed convection heat

transfer from a large (3m square) vertical flat surface at

high temperatures is studied. Results of heat transfer

and velocity and temperature profiles of two RANS tur-
bulence models: a standard k–e model and the v2–f
model, are compared with experimental data for three

cases that span the range covered in the experiment from

forced (GrH=Re2L ¼ 0:18) to mixed (GrH=Re2L ¼ 3:06) to
natural (GrH=Re2L ¼ 1) convection. Calculated profiles

of turbulence quantities for the two models are pre-

sented at a selected point on the surface and compared

for forced and mixed convection. For the forced and
mixed convection cases, the experimental heat transfer

coefficient shows a transition from laminar to turbulent

flow, followed by a gradual decrease in the heat transfer

coefficient with distance downstream of the vertical lead-

ing edge. Although no attempt was made to model tran-

sition, the heat transfer coefficients calculated by both

models show a transition-like behavior, even though

the models assumed turbulent flow at the leading edges
of the surface. Both experimental data and model results

show a decrease in the heat transfer coefficient as the

mixed convection parameter is increased from 0.18

(forced convection) to 3.06 (mixed convection), for

approximately the same free-stream velocity (4.4m/s).

In the natural convection case the experimental heat

transfer coefficient is approximately constant in the

region where the flow is turbulent over the surface,
whereas the calculated heat transfer coefficients from

both models show a slight increase with vertical distance

from the lower (horizontal) edge of the surface. For the

three cases studied, which span the range of parameters

of the experiment, the calculated local heat transfer

coefficients of both models agree with the data to within

5–35% over most of the vertical surface. Profiles of

calculated temperature and horizontal and vertical com-
ponents of velocity at several locations on the surface

are compared with experimental data. The agreement

is very good for the v2–f model and reasonably good

for the k–e model. Calculated turbulence profiles at a

selected point on the surface for the k–e model show

little difference between the forced and mixed convection

cases studied; for the v2–f model the results show re-

duced levels of turbulence near the surface and enhanced
levels away from the surface for the mixed convection

case compared with the forced convection case.
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